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1. Introduction 

Facebook is a social network service that had 2.32 billion members worldwide by the end of 2018 [1]. The sale 
of advertising space on the site is a significant source of income, and it is an attractive place for businesses to 
advertise. In addition to the personal data users leave on Facebook, as well as other platforms owned by the network 
service (including Instagram and WhatsApp), Facebook has access to data from several third parties. Facebook 
states they do not sell information about their users to others unless the users themselves have approved 
(www.facebook.com/about/privacy/update). However, several sources find this statement misleading. The 
Norwegian Consumer Council has pointed out that Facebook gives advertisers access to their target groups based on 
detailed user profiles. The consequences are the same as if they would have sold the information [2]. In Senate 
hearings, Facebook CEO Mark Zuckerberg was asked whether he thought consumers have any alternative to 
Facebook if they no longer want to use the service but still want to fulfill the social need that Facebook satisfies. 
Many have pointed out that this illustrates Facebook’s huge market power, for instance [3] and [4]. The Norwegian 
Data Protection Authority claims this shows how privacy is important not only on its own but also in maintaining a 
well-functioning democracy [5]. Due to technological advances, such as Big Data analytics and algorithms, privacy 
can be lost: “If technocrats […] have their way, however, we will surrender our privacy without notice and without 
choice. We can and must resist” [6 p. 64], and recent research suggests companies adopt codes of conduct, such as 
algorithmic transparency [7].  

Nonetheless, having our digital information exploited by commercial operators may have positive consequences 
[8]. Targeted marketing becomes more relevant and interesting to us as consumers [9]. In addition, having a 
Facebook account does not cost money. Despite the Cambridge Analytica revelation, free services in exchange for 
personal data is a trade-off most consumers seem to accept [10]. #DeleteFacebook became a global phenomenon, 
yet it does not seem the campaign had any impact on most Facebook members [11]. 

 
Figure 1: Number of active Facebook users worldwide per month as of the 4th quarter 2018 (in millions). Screenshot from [1].  

Figure 1 illustrates the steady increase in Facebook users. Is it because Facebook has become such an important 
part of our infrastructure and that consumer power is lost because of it? Are the users locked-in [12], meaning that 
the winner takes all because it is too cumbersome to change social media platforms? Or is it rather about the 
consumers who, despite their high level of awareness about Facebook scandals, do not consider information privacy 
important enough to set more ultimatums? We narrowed our scope to the following research question: How do 
Facebook users perceive information privacy against the benefits of being a member? 

2. Related research 

In 1890, Warren and Brandeis defined privacy as the “right to be left alone” [13]. Information privacy is a subset 
of privacy and concerns an individual’s right to control personal data. The simple definition of personal data is any 
physical or digital data that can be traced back to an individual. This includes a wide range of data from one’s name, 
address, and phone number to more sophisticated things, such as retina scans, voice recognition, and behavior on the 
web [14]. Today, there are numerous examples of what advanced algorithms can accomplish. For instance, Watson 
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provides the example of changing one’s Facebook status from single to engaged and then automatically getting pop-
up advertisements for engagement rings. This is visible to the user, and Watson claims that it will probably score 
high on the “creepiness scale” (Figure 2). 

  
Figure 2: Possible reactions to the use of personal data and algorithms [7 p. 373] 

While personalized ads are visible to users, there are many algorithms working behind the scenes. Examples 
include location discrimination, such as when a user from a wealthy country gets a higher hotel price based on the 
computer’s IP address [9], and the use of web beacons and cookies when browsing online. For example, Presthus 
and Andersen state that “Between 100 and 200 cookies are stored on our web browser when visiting the front page 
of six Norwegian newspapers” [15 p. 1970]. Pertaining to this fact, Watson and several others have called for 
algorithmic transparency. Facebook is indeed rather open when it comes to technologies and programming code. 
The open-source technologies include Linux, Apache, MySQL, PHP, Memcached, Haystack, and BigPipe [16]. 
With or without algorithmic transparency, we find that trust is a recurring issue in the information privacy literature. 
Trust as a concept has many definitions, but the common denominator is “an expectation of goodwill” [10 p. 65]. 
O’Brien and Torres found that users in general were concerned about their privacy in relation to Facebook and had 
little trust. However, the lack of trust does not affect the use of Facebook. This phenomenon has been called a 
privacy paradox, but other academics prefer the term privacy trade-off. The loss of privacy is accepted because the 
desire for social interaction is greater [8, 10]. This finding can be tied to the privacy calculus model; self-exposure 
on Facebook depends on whether or not the benefits will surpass the cost in the form of risking one’s privacy [17].  

There are numerous conceptual models in the information privacy literature. One of the most common in the 
information systems (IS) discipline is Mason’s PAPA framework [18]. Privacy, accuracy, property, and accessibility 
(PAPA) are the four ethical issues of the information age, and even though the PAPA framework was created in 
1986 it is still highly relevant [15]. We also find that despite its juridical origins, Solove’s taxonomy of privacy [19] 
is highly applicable in the IS context. This taxonomy has four categories: (1) information collection, (2) information 
processing, (3) information dissemination, and (4) invasion. Each category contains examples of harmful activities, 
such as surveillance, identification, blackmail, and decisional interference. Other risks from a pure networking site 
perspective, such as cyber-attack risks and privacy abuse risks, have been identified by [20].  

According to the literature, the General Data Protection Regulation (GDPR) – a regulation in EU law on data 
protection and privacy – is playing an increasingly stronger role in information privacy. Implemented in May 2018, 
the GDPR applies to any company that deals with personal data from users or customers belonging to the European 
Union (EU) and the European Economic Area (EAA). This means it affects Facebook when it comes to users who 
are EU and EAA citizens [7, 9].  

Summing up the related research, we find that technological advances are facilitating the unprecedented use (and 
potential misuse) of people’s data. There are numerous conceptual models to address this issue. The existing 
literature has called for research outside the US [13], and we will try to help fill this gap with updated insights.  

3. Our method and theoretical framework 

We created a survey that returned both quantitative and qualitative data. We drew on the privacy calculus model 
as a framework for our questionnaire. According to the privacy calculus model, 

“…a user’s decision to become involved in an e-commerce transaction is influenced simultaneously by two 
sets of contrary factors. The set of inhibitors are Internet privacy concerns and perceived risk. […] The set 
of drivers are trust, personal interest, and perceived control over personal information submitted. […] The 
important concept in this model is the cumulative influence of the inhibitors and drivers, forming the so-
called ‘privacy calculus’ (after Culnan & Armstrong, 1999) where each set can outweigh the other, 
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determining the user’s final decision…” [21 p. 392].  
Krasnova and Veltris used a modified version of the model to explore the relationship between trust, benefits, 

and privacy cost when using a network service [17], as shown in Figure 3.  

 
Figure 3. The privacy calculus model [17 p. 3] 

We chose to simplify the model in Figure 3. First, we disregarded the arrows because our focus is less about 
cause and effect and more about revealing insights. Second, we removed some of the variables because they were 
outside the scope of our study. For example, “Trust in Legal Assurance” was excluded because Facebook’s primary 
business model does not involve payment from the users. Thus, we focused on the following four elements: 

3.1 Trust 
The privacy calculus model implies that the level of trust depends on perceived control and awareness. Drawing 

on Krasnova and Veltris [17], we asked our questionnaire respondents to what extent users trust Facebook, whether 
users have changed the privacy settings, and if users have read the terms of service.  

3.2 Benefits 
Inspired by Ellison et al. [22], we asked our respondents about the number of friends they have, the main reasons 

for being on Facebook, and potential positive and negative consequences of deleting their Facebook profile. 

3.3 Privacy Cost and Concerns 
Inspired by O’Brien & Torres [10], we asked our respondents to what extent users think that Facebook protects 

their privacy, whether the users have nothing to hide and therefore do not care about their information privacy, and 
if users would have been more active on Facebook if they had more control over their personal data. There was also 
an open question about the worst that could happen with the personal data Facebook collects.  

3.4 Self-disclosure 
In our case, self-disclosure means the actual use of Facebook. We asked the respondents to reflect on what kind 

of data they are willing to disclose and how much they would hypothetically pay (in money) for being on Facebook 
if it meant their information would be secure. We also asked the respondents to assess this quote by Zuckerberg: 
“privacy is over” (Kirpatrick 2010, cited in [6 p. 64]).  

The survey took place in April 2018. The link was provided to students at our own university college, but we 
also provided the link on leaflets that we handed out in the cantinas at the University of Oslo. Lastly, we asked the 
respondents if they could redistribute our survey to their friends. While we acknowledge the limitations of this 
convenience sampling and snowballing [23], it nonetheless helped us to reach the population we wanted to study, 
namely people with a Facebook account. When distributing the survey, we specified that only Facebook members 
were to participate. Our respondents were anonymous, and we do not know anything about them apart from what 
they share with us in their answers. The survey questions were in Norwegian, but we observed one answer in 
Swedish. Altogether, 188 respondents shared their thoughts with us. We analyzed the data by searching for themes 
and trends [24] and mapped our findings against existing research. 

4. Findings and discussion 

We discuss our findings using the four categories described in the previous section, but first we present some 
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background data about our respondents: gender, age, frequency of Facebook visits, and date of joining. (Because 
none of our questions had a required response and some respondents skipped some questions, our results do not 
always amount to 100%. Therefore, we do not always include the results in percentage.)  

Of the 188 respondents, 104 (55%) are women and 82 (43%) are men. Regarding age, we had four categories 
based on O’Brien & Torres [10]: under 20 (6 respondents), 20–25 (53 respondents), 26–30 (20 respondents), and 
over 30 (108 respondents). Our results were somewhat surprising; 108 respondents (57%) stated they were over 30. 
We expected our majority to be younger and therefore acknowledge that we lose some interesting nuances because 
57% of our respondents fall into one age category. We acknowledge that Brian & Torres conducted their study 
among university population where people usually are younger. However, this finding is congruent with a report that 
people over thirty are communicating more openly than younger people [25]. The reason for the low number of 
respondents under 20 is because our survey was distributed mainly to Bachelor and Master students. We asked how 
often they visited Facebook using four pre-defined categories: daily (156 respondents), weekly (28 respondents), 
monthly (3 respondents), and less than once a month (1 respondent). We also asked when they became a Facebook 
member: before 2007 (22 respondents), 2007–2009 (115 respondents), 2010–2013 (23 respondents), 2011–2015 (11 
respondents), and after 2015 (4 respondents). In summary, our typical respondent is over 30 years old, visits 
Facebook daily, and has been a member since 2007–2009. 

4.1 Trust 
The level of trust was explored using an open question, and 146 respondents provided answers. Of these 

answers, we could cluster 104 into two groups: OK/much trust (42 respondents) and none/somewhat trust (62 
respondents). The comments ranged from being skeptical to having complete trust to or owning responsibility. Some 
of the comments were: “Ignorance is bliss”; “I acknowledge that everybody will collect data about me”; “Facebook 
makes their money from selling data. Being on Facebook is entirely voluntary”; “I do not need to have trust”; and 
“As a Facebook user, it is my own responsibility what I share. Even after the Cambridge Analytica incident”.  

The responses to our next question “Have you changed the privacy settings because you want more control over 
your personal data?” were: Yes (98 respondents); No, but I want to (19 respondents); Yes, but for a different reason 
(24); No (37 respondents); and Do not remember/do not want to answer (9 respondents). 

Our last question regarding trust was “Have you read the terms and conditions on Facebook?” The answers were: 
Yes (18 respondents); All of them or large parts (23 respondents); small parts (71 respondents), and No (72 
respondents). In other words, the average participant has some trust, has changed the privacy settings, and has not 
read the terms and conditions.  

Our results agree with O’Brien and Torres [10] in that many respondents do not see the need for trust. One 
respondent stated that “I do not think about it, so I have quite a lot of trust”. Ten respondents explicitly stated that 
trust is irrelevant. One respondent wrote that “As long as I am a user, this indicates that I have the level of trust that I 
need”. This is an important point; people who have absolutely no trust in Facebook are probably not using it. Our 
respondents were all Facebook users, and our survey does not reveal any insights from the non-user’s point of view. 
Of the respondents, 72 admitted not reading any of the terms and conditions, and 71 respondents claimed to have 
read small parts. Not reading the terms and conditions is a common phenomenon, supported by, for example, Obar 
and Oeldorf-Hirsh [26]; therefore, our findings are not surprising.  

4.2 Benefits 
We asked how many Facebook friends our respondents have: Under 300 friends (43 respondents [23%]); 300–

600 friends (72 respondents [38%]; 600–1000 friends (42 respondents [22%]); over 1000 friends (28 respondents 
[15%]; and Do not know (3 respondents [2%]). We conducted a cross-analysis to investigate if there was a 
correlation between number of friends and trust. We would suspect that lack of trust would result in a smaller 
number of friends, but as Figure 4 shows this is not the case.  
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Figure 4. Level of trust versus number of friends: a cross-analysis 

The largest group of people who stated that they have none or little trust are the ones who have between 600 and 
1000 friends. This finding might be in accordance with the privacy paradox, or it might be that our respondents do 
not see any conflict between having many Facebook friends and trusting Facebook, meaning that trust is not so 
relevant in their decision to be a member. We conducted another cross-analysis regarding whether our respondents 
have thought about deleting their Facebook profile. In this case, we observed a clearer pattern, as shown in Figure 5. 
We note that the answer “No, never” correlates with the number of friends; that is, the more friends one has, the less 
likely one is to abandon Facebook. This can indicate the value of maintaining contact with friends and 
acquaintances.  

 
Figure 5. Considered deleting Facebook profile versus number of friends: a cross-analysis 

 
We asked an open question about potential positive and negative consequences of deleting Facebook profiles. 

We clustered the comments into six categories. Of the respondents, 9 (6%) admitted they are addicted to Facebook 
and that deleting their profile is impossible (the reasons are both work- and school-related); 33 (22%) worry they 
would have been excluded from social life, such as not being invited to birthdays, if they deleted their profile; 34 
(22%) explicitly stated they would completely loose contact with both close and distant friends (friends living far 
away); and 27 (18%) were concerned about missing important information about school arrangements. Similarly, 29 
respondents (29%) thought they would miss getting in contact with new and old friends. Only 20 respondents (13%) 
claimed that deleting their profile would have no negative consequences. The positive consequences of deleting 
profiles were less elaborated, but some said that it would “save them time”. In summary, most of our respondents 
had between 300 and 600 friends. The greatest benefit was keeping in touch with friends, and therefore deleting 
Facebook profiles would be problematic. 

4.3 Privacy Cost and Concern 
The respondents were asked to assess three statements, as shown below. As Figure 6 illustrates, our respondents 

mainly disagree with all three statements.  
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Figure 6: The respondents’ assessment of three statements 

We asked the open question “What is the worst that can happen with your personal data?” and got 145 
responses. Misuse was the top concern and was mentioned by 37 respondents. Some only wrote this one word, while 
others elaborated by using terms such as identity theft, spam, manipulation, targeted commercials, and surveillance. 
Some said the data should be sold to a third party. There was a wide range of concerns, and some respondents 
admitted they were very concerned. For example, one respondent stated that “I dare not think about this”. Some 
worried that their friends might be affected, and others worried that criminals could identify them. Twelve 
respondents stated that they did not know, and a few said they did not care or were not concerned at all. Our findings 
are congruent with Solove’s [19] and Martin’s [9] examples of concern. 

In accordance with Bélanger and Crossler [13], we observe that our respondents are indeed concerned about their 
information privacy, but the benefits surpass the concerns. About one third of our respondents expressed mistrust. 
Only four respondents completely agreed that Facebook is committed to protecting their privacy, and less than one 
third stated that they do not care about what kind of data Facebook collects. In addition, over 50% of the 
respondents have changed their privacy settings. At the same time, only 20 respondents (12%) stated that deleting 
their user profile on Facebook would not cause problems. This might indicate that many feel they are locked-in [12] 
to the service. 

4.4 Self-disclosure 
Our question about what kind of personal data it would be acceptable for Facebook to use for profit had many 

possible answers, and the respondents could check more than one: 
 
 Information I have given myself, such as gender and age (90 respondents) 
 What pages I like, such as companies and public figures (70 respondents) 
 Events I am invited to, attend, or are interested in (53 respondents) 
 What websites I visit via Facebook (47 respondents) 
 What friends I have and when I became friends with them (29 respondents) 
 Content from Facebook groups I’m a member of (21 respondents) 
 On what posts I “stop” when scrolling down my feed (17 respondents) 
 My IP address and thereby my geographical location (15 respondents) 
 My whole user history on Facebook (11 respondents) 
 Bluetooth signals and thereby my geographical location (7 respondents) 
 Information about my friends via my profile (7 respondents) 
 Information about saved files on my devices (4 respondents) 
 Data collected on me from other websites (3 respondents) 
 My phone calls in Facebook Messenger (3 respondents) 
 My chat conversations in Facebook Messenger (3 respondents) 
 My contact list on my phone (3 respondents) 
 None of the above (57 respondents) 

Among the 185 responses, as many of 57 respondents stated none of the above. Moreover, our data show that the 



46 Wanda Presthus  et al. / Procedia Computer Science 164 (2019) 39–47
8 Wanda Presthus and Dina Marie Vatne / Procedia Computer Science 00 (2018) 000–000 

users accept that data given on the Facebook site can be used for profit, but that they are more protective when it 
comes to data that is aggregated from multiple sources.  

The following question seemed to puzzle our respondents: “Would you pay for Facebook per month?” The 
potential answers were: No, I would rather Facebook making money from my personal data (49 respondent); Yes, if 
less than 2 euros (35 respondent); Yes, if less than 5 euros (25 respondents); Yes, if less than 10 euros (10 
respondents); and Yes, over 10 euros (2 respondents). 54 respondents stated that they did not know. In summary, the 
largest group did not know, followed by those who would not want to pay. For those willing to pay, most would 
accept the smallest amount, which was less than 2 euros per month.  

The open question “Facebook owner Mark Zuckerberg has stated that ‘the time for privacy is over’. What are 
your thoughts on that?” returned a wide range of answers. Some respondents (28) agreed, and some others stated 
that they felt resigned, saying “He is right. We will never again be completely anonymous” and “RIP privacy”. One 
journalist reporting from the British Parliament went as far as to describe Zuckerberg as a “digital gangster” [27]. 
We do not want to put any label on Zuckerberg, and nor is the aim of this study to criticize Facebook. As many of 
our respondents stated, being a Facebook user is voluntary. However, it seems that once one is a member and have 
accumulated a certain number of friends, it becomes increasingly difficult to leave Facebook.  

It can be argued that Facebook has a first mover advantage and that many users feel locked-in [12]. Still, 
Facebook is not the only social media site, and it will be interesting to follow developments in the near future. There 
are already some indications that the younger population has other preferences. Finally, Facebook will be affected 
by the General Data Protection Regulation [7], which three respondents referred to in the open question “Do you 
have any other comments?” Watson has called for algorithmic transparency, but this was not mentioned by the 
respondents. Rather, they place the responsibility on themselves in the sense that one should be careful about what 
one posts on the social media site. Some of our respondents admitted being candid. However, it should be safe to 
say that it is better to know that you do not know rather than not knowing at all. Our finding is somewhat 
contradictive to Bandara et al, who found that the decision process in privacy trade-off was influenced by limited 
knowledge and psychological distance [8]. 

5. Conclusion, limitations, and suggested future research 

This study was guided by the following research question: How do Facebook users perceive information privacy 
against the benefits of being a member? Based on a Norwegian online survey (n=188) conducted in April 2018, we 
offer some descriptive insights. First, trust played a smaller part than the privacy calculus model indicates. In our 
study, and our respondents are more concerned with being responsible for what they share. Second, the largest 
benefit of being a Facebook member is maintaining contact with friends and acquaintances, and the largest concern 
is the misuse of identity, not necessarily by Facebook but by third parties or criminals. Third, the self-disclosure is a 
privacy trade-off based on awareness, and we argue that our respondents are making an informed decision. Using 
Watson’s creepiness scale [7] (Figure 2), we place our respondents between “this is helpful” and “this is creepy”. 
None of our respondents seem to think “this is so wrong”. 

Our study has several limitations, some of which can be addressed in future research. These limitations are: [i] 
We observe that people over thirty seem to use Facebook in a more carefree way than people below thirty. 
Therefore, it would be interesting to include more nuances in age (we used 30 years and older) and to analyze how 
age influences various perceptions and attitudes towards Facebook. [ii] Our findings are not subject to 
generalization, and nor was this our goal. We offer descriptive insights rather than statistical correlations and cause-
and-effect relationships. [iii] Finally, it will be interesting to observe the future of social media in general. Currently, 
Facebook does not take monetary payment in exchange for their services. Future research could therefore investigate 
new business models for social media. While our study mainly confirms existing research, we suggest that this 
subject could be repeated continuously due to the rapid development and evolution in both technology and its users. 

The following quote from one respondent sums this paper up well: “I think many are displeased because 
Facebook has managed to get in a position where the user is locked-in – you have to use their service. We as users 
have not made an active choice in the way we use, and how much we use, Facebook today. I think this reflects our 
perception of information privacy. […] Who really cares? Everybody wants to get home to their spouse, or 
something similar, as fast as possible. The more Facebook can do to ease our lives the less we care.”  
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