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Abstract. Information search is a common task when interacting with computers. 

Many studies have investigated the characteristics that facilitate effective search, 

specifically the use of icons and/or text. This study reports a simple experiment 

involving Kahoot where the goal was to observe searching performance with im-

ages and text. The results show that image search was faster, less error prone and 

preferred by participants compared to text search.  
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1 Introduction 

Visual search is needed when operating graphical computer interfaces, for example to 

select an option from a menu. Much have been written about visual search both in terms 

of text and graphical representations, especially icons.  

Photographs and photorealistic images are quite different from icons in that they 

often are rendered as simplified canonical representations of objects while photograph 

are real representations. The human visual system is trained to perceive and interpret 

the real world, while on the other end of the scale technical drawings require time to 

decipher. Icons are often viewed as “user friendly”, but as simplified renderings of real 

objects they need to be learned, especially if they represent abstract concepts such as 

traffic signs.  

On the other hand, text represents a visual coding in which most people have many 

years of training and experience. Readers tend to recognize entire words instead of in-

dividual letters when these are presented using lowercase characters. Trained readers 

perceive and interpret text at very high rates even though text are advanced sequences 

of abstract symbols. The question thus arises whether to use text, icons, images, or a 

combination to facilitate the easy identification of various elements in user interfaces. 

This study had two objectives: First, we wanted to collect empiric evidence on the 

search performance of users when dealing with photorealistic images versus text. Sec-

ond, we wanted to explore the suitability of using an off-the shelf web-based application 

Kahoot for setting up and conducting simple experiments.  
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The rest of this paper is organized as follows. The following section reviews related 

studies into visual search using text and images. Section 3 presents the methodology. 

This is followed by results and discussion. The paper closes with concluding remarks 

in Section 6. 

2 Related work 

Information search is a huge research field and visual search is one part of this. More-

over, semiotics, or the study of symbols, is another established field. More recently, 

symbols have also been studied in more applied domains such as product design and 

information technology [1, 2] although Fleetwood [3] in 2002 claimed that there were 

few studies on icons despite the longevity of graphical user interfaces. Icons have also 

been studied outside the computing domain, for example the visual search for warning 

labels on products [4], where it was found that the participants preferred icons and sig-

nal words in red. 

In one of the early writings on computer icons Byrne [5] claimed that simple icons 

with clear and few characteristics is the most beneficial, and that complex icons are no 

better than simple rectangles. Fleetwood and Bryne studied the relationship between 

search performance and icon quality [3, 6].  Klöckner, Wirschum, and Jameson [7] 

investigated results lists from search engines and discussed two search list exploration 

strategies taken by users, namely breadth first and depth first search. Everett and Byrne 

[8] studied how spacing between icons in a grid affects visual search performance.  

Focusing on the visual appearance of icons Arledge [9] compared the effects of icons 

represented by outlines versus those that are filled. Garcia, Badre and Stasko [10] in-

vestigated the level of abstraction of icons and found that context is affecting the un-

derstanding of icons. Cho et al. [11] probed senior users’ preference for level of realism 

and level of abstraction. Icon location has also been found to be an important factor in 

addition to the icon shape [12]. Blankenberger and Hahn [13] claimed that trained users 

remember where icons are located, that icon design has little effect, and that icon design 

is more influential for novice users. 

Holloway and Bailey [14] compared students and developers’ perceptions of icons 

and found that developers had a different understanding of the icons compared to the 

students. They concluded that the selection of icons should involve the target audience 

and not only developers. The involvement of the target audience in icon selection is 

also echoed by Berget and Sandnes [15] who tested how well students recognized com-

mon icons in the public domain. They found that many of the participants did not suc-

cessfully recognize seemingly common objects such as wrenches and parachutes. 

Studies have also addressed the effect of contrast and sharpness for icon search. A 

study using an eye-tracking methodology [16] found that contrast was more important 

than sharpness for icons arranged in a grid. Luminance contrast has also been studied 

extensively for the readability of text in relation to the background [17, 18, 19]. Clearly 

legible text is a prerequisite for visual search [20]. The choice of colors is affected by 

the color pickers used [21] and different approaches to color pickers have been pro-

posed to facilitate color combinations that ensure enough luminance contrast [22, 23, 
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24]. Huang [25] studied specific figure-ground color combinations for icons as well as 

outline width and icon shape. It was wound that colors influenced search time. Outline 

width, border and icon shape was found to have no effect on error rates. The combina-

tion of text in visual search has also been explored. In an experiment of visual search 

with structured layouts Hornof [26] found that the search was more efficient when 

structured groups were labelled compared to unlabeled. The benefit of redundant cod-

ing with icons and text was also observed in menu selection tasks [27]. Although no 

difference in response time was observed, they did find fewer errors when icons and 

text were used together.  

Icons, images, and text has also been studied in context of disability. For instance, 

researchers have explored whether icons are more effective than text for users with 

dyslexia [28] and for users with a diagnosis on the autism spectrum [29]. 

Juola, Ward and McNamara [30] studied participants’ ability to detect absence or 

presence of letters in strings. Implications of knowledge about search behavior include 

the manner and order in which search engine results are presented [31].  

More recently there has been an interest in icons in connection with the emergence 

of smartphones and other handheld devices that have limited display real estate. Issues 

studied includes how users organize their icons [32] and change blindness [33], more 

specifically how the inability of noticing icon changes communicating status changes 

is related to the number of icons. 

3 Method 

3.1 Experimental design 

A controlled experiment with one within-group independent variable and three depend-

ent variables was designed. The within-group variable had two levels, namely search 

in images and search in text. The three dependent variables included mean search com-

pletion time, error rate and preference. The preference variable was dichotomous. 

3.2 Participants 

A total of 15 participants was recruited randomly from the campus of the authors’ uni-

versity. All the participants were students in the age range of 19 to 25 years with an 

approximate gender balance. None of the respondents reported any issues related to 

reduced vision such as color blindness or cognition such as dyslexia [34, 35]. 
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Fig. 1. Example of image search task (identify the image without a mobile phone). 

 

 

Fig. 2. Example of textual search task (identify the text with the letter “d”). 

3.3 Materials 

A total of 16 tasks were designed of which eight involved image search and eight tex-

tual searches. Each task entailed presenting four alternatives of which one was the cor-

rect answer. The image search tasks typically comprised identifying the picture with or 

without a given object, or quantity of objects (see Fig. 1). The images were of varying 

levels of difficulty such as simple images, stylized cartoons, artistic drawings and for 

instance an owl camouflaged in its natural habitat. The text search task involved iden-

tifying texts with or without a given letter (see Fig. 2) similar to the procedure reported 

in [30], identifying a specific word or a word denoting a certain concept such as objects 
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that are blue. The text strings were of similar lengths. Instructions were given in Nor-

wegian. Steps were taken to ensure the objects were universally familiar. The tasks 

were designed to have varying levels of difficulty. The tasks were presented in increas-

ing level of difficulty alternating between image tasks and text tasks. 

The experiment was implemented using Kahoot which is intended as an educational 

and entertaining quiz tool [36, 37, 38]. Kahoot was generally well-known among the 

cohort of students recruited. Kahoot facilitates four options as images or text and pro-

vides time-taking functionality and bookkeeping of correct and incorrect responses.  

3.4 Procedure 

The participants were first briefed about the experiment before the participants gave 

their consent to participate. Participation was voluntary and anonymous. No personal 

information was collected. Participants had the freedom to withdraw from the experi-

ment at any time without having to provide a reason. 

The participants were tested individually in an undisturbed meeting room with the 

two first authors present as facilitators. Each session lasted approximately 15 minutes. 

A maximum time limit of 30 seconds was set for each task and a countdown-timer 

displayed the remaining time. The participants responded to the quiz using a 

smartphone but a laptop computer with the same quiz mirrored was also placed in front 

of the participant. After completing the 16 tasks the participants were asked to indicate 

their preferred mode of searching. 

3.5 Analysis 

The median time for each task type was computed for each participant. The errors were 

analyzed in terms of incorrect responses and number of missing responses within the 

30 second window. The observations were checked for adherence to normal distribu-

tion using Shapiro-Wilk tests. The results were analyzed using JASP 0.12.0.0 [39]. 

 

 

Fig. 3. Mean task complete time in seconds. Error bars show 95% confidence intervals. 
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4 Results 

Fig. 3 shows the mean task completion times in seconds for the textual search and image 

search. Clearly, task completion times are much larger with textual search (M = 12.4, 

SD = 5.6) compared to image search (M = 6.5, SD = 1.6). The two confidence intervals 

are not overlapping. A paired t-test confirms that the search times are significantly dif-

ferent (t(14) = 4.54, p < .001, Cohen’s d = 1.173, 95% CI [0.497, 1.826]). 

 

 

Fig. 4. Error rate. Error bars show 95% confidence intervals. 

Fig. 4 shows the error rates for the two modes of searching. The error rate is much 

higher with textual search (M = 23.3%, SD = 18.2%) compared to image-based search 

(M = 9.2%, SD = 7.4%). A paired t-test shows that the two error rates are significantly 

different (t(14) = 3.3, p = .032, Cohen’s d = 0.614, 95% CI [0.051, 1.159]). 

  

Fig. 5. Preferences for image and text search. Error bars show 95% confidence intervals. 
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Of the 15 participants a majority of 12 participant preferred image-based search 

while 3 participants indicated a preference for the text-based search. This 80% prefer-

ence for image search had a 95% CI of 51.9% to 95.7%, p = .035, while the 20% pref-

erence for textual search had a 95% CI of 4.3% to 48.1%, p = .035 (see Fig. 5). A 

majority thus prefer image search. 

 

Fig. 6. Task completion time plotted according to preference. Error bars show 95% CI. 

As only three participants preferred text search it was not feasible to conduct further 

statistical analyses. However, the task completion times for the two search modes were 

plotted according to preference to get an indication the potential trend (see Fig. 6). The 

results show that the participants who prefer textual search perform very similar under 

both conditions, while participants who prefer image search appears to take much 

shorter time with textual search. Moreover, the 95% confidence intervals reveal that the 

spread is larger in the least preferred mode compared to the preferred mode for both 

preferences.  

 

Fig. 7. Scatter plot showing the relationship between the total number of errors and the task 

completion time. 
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The responses were also analyzed according to question. The results confirm that the 

questions had different levels of difficulty as intended. The total number of errors, that 

is, the sum of actual errors and number of missing responses correlated positively and 

significantly with the response time for both textual search (r(16) = 0.778, p = .023, 

95% CI [0.163, 0.958]) and visual search (r(16) = 0.965, p < .001, 95% CI [0.811, 

0.994]). Moreover, the number of errors also correlated positively and significantly for 

both image search (rs(16) = 0.756, p = .030, 95% CI [0.110, 0.953]) and text search 

(rs(16) = 0.793, p = .019, 95% CI[0.200, 0.961]). The connection between search time 

and the number of errors in the textual questions is illustrated in Fig. 7. Only observa-

tions for the text tasks are shown since text search were associated with most errors. 

5 Discussions 

The results show that image search is much faster than text search. In time-critical tasks 

it is important to facilitate search tasks such that the delay associated with the visual 

search is reduced. Not only is the search speed critical, but also the error rate. It is not 

enough for a search to be quick if the result is incorrect. The search needs to be quick 

and preferably error free. However, the results show that the error rates follow the same 

trend as the search time. Image-based search was associated with a much lower error 

rate compared to textual search. These results partially agree with the results obtained 

when contrasting icons and text where lower error rates were achieved with icons alt-

hough not difference in search time [27]. This may be because icons are simple not 

photorealistic representations. 

The results give a strong indication that users in general prefer image-oriented 

search. It is useful from a practical perspective that users’ preferences are consistent 

with performance characteristics, that is, for the types of search studied users prefer the 

search modes with the shortest task completion times and lowest error rate. Although 

generalizable, the benefit of image search is not suitable for all users [17, 28, 29]. The 

convention of redundant coding where image is used together with text and other char-

acteristics seems sensible [26, 27]. 

The battery of questions was intentionally varied in level of difficulty, and these 

variations were observed in the results. Difficult search tasks took longer than easier 

search tasks. The difficult search tasks also associated with more errors and missing 

responses than easier search tasks.  

Kahoot proved itself as a convenient platform for conducting controlled experiments 

as it was easy to set up experiments. Kahoot managed the stopwatch tasks and tallied 

correct answers which allowed the answers to be conveniently downloaded into an Ex-

cel sheet for subsequent statistical analysis. Kahoot also supports randomization of 

questions, although we did not exploit this function. The participants provided positive 

feedback on participating in the Kahoot experiment. It is thus possible that Kahoot may 

be more engaging than traditional electronic questionnaires. However, it is also possible 

that the timed tasks were perceived as somewhat stressful. Perhaps the element of com-

petition could have been reduced by not displaying the count down clock during the 

tasks?   
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5.1 Limitations 

One limitation of this study is the small population size. Hence, it was not possible to 

conduct detailed analysis of performance according to preference. To perform such 

analyses a larger sample of participants with a preference for textual search is needed 

which require pre-screening of the participations. The cohort was also limited. Alt-

hough the results clearly show distinct trends for image and text searches it is possible 

that a different cohort would yield different results. 

Another limitation of this study is that the presentation order was fixed. Hence, it is 

possible that there may be some confounding effects. However, attempts were taken to 

limit this by intertwining the presentation of image-based and textual search tasks. 

There was also an issue using the mobile handset with the image search tasks as the 

display made it hard to see details although a laptop computer also displayed the tasks. 

For Detail-rich images the experiment should perhaps be employed on experimental 

setups with a larger display only. 

6 Conclusions 

A simple experiment was conducted were Kahoot was used to measure users’ search 

performance in images and texts, respectively. The results show that users search time 

and error rates are smaller with image search compared to textual search. Most partici-

pants were in favor of image search. Our experiences revealed that Kahoot was straight-

forward to configure and is therefore a convenient platform for conducting certain types 

of controlled experiments. 
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