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A B S T R A C T

Recent anticipated advancements in ad hoc Wireless Mesh Networks (WMN) have made them strong natural
candidates for Smart Grid’s Neighborhood Area Network (NAN) and the ongoing work on Advanced Metering
Infrastructure (AMI). Fault detection in these types of energy systems has recently shown lots of interest
in the data science community, where anomalous behavior from energy platforms is identified. This paper
develops a new framework based on privacy reinforcement learning to accurately identify anomalous patterns
in a distributed and heterogeneous energy environment. The local outlier factor is first performed to derive
the local simple anomalous patterns in each site of the distributed energy platform. A reinforcement privacy
learning is then established using blockchain technology to merge the local anomalous patterns into global
complex anomalous patterns. Besides, different optimization strategies are suggested to improve the whole
outlier detection process. To demonstrate the applicability of the proposed framework, intensive experiments
have been carried out on well-known CASAS (Center of Advanced Studies in Adaptive Systems) platform. Our
results show that our proposed framework outperforms the baseline fault detection solutions.
1. Introduction

Automated energy management is an interesting area of research,
particularly for distributed environments, where security and efficiency
are crucial factors in the smart grid. The Internet of Things (IoT) plays
an important role in addressing the challenges of different smart grid
applications. IoT fosters new smart devices and applications as never
seen before. Industry 4.0, medical monitorization, intelligent transport
systems, smart agriculture, and Neighborhood Area Network (NAN) are
just a few examples of the huge potential number of IoT smart grid
applications will offer.

Smart Grid will be able to extend both monitoring as well as control
within any electrical grid through the control of the bi-directional flow
of data as well as electricity throughout an electrical grid network.
Although there may exist many available technologies for communica-
tion, the ad hoc Wireless Mesh Network (WMN) has been well studied
as a potential communication technology that is very well suited for the
known requirements of the Smart grid’s Neighborhood Area Networks
(NAN) [1,2]. This has been due to the extended coverage (achieve
through multi hopping), high throughput, low latency, and Quality
of Service (QoS) abilities. All of these positive characteristics may
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enable data transportation using a hop by hop method from sources
(for example, a Smart meter on every house) directly to backhaul
distribution.

IoT technologies allow smart sensors to capture a large amount of
data for further analysis [3], and most common research focuses on
analyzing varied energy data in time and space through the smart grid.
The most important representations in different industrial domains
regarding energy perspectives including smart building [4], power sys-
tems [5], and renewable energy [6] in time series. You can analyze time
series by processing long sequences of data through data mining, deep
learning, or neural network technologies [7,8]. Time series research is
one of the hot topics in the field of time series anomaly identification.
The purpose of this analysis is to detect trends that are not ‘‘normal’’
(abnormal) from a collection of time series. Local Outlier Factor (LOF)
is one of the most well-known anomaly detection techniques focused
on using density computation. LoF has successfully made it possible
to work with numerous industrial IoT technologies such as engineer-
ing [9], intelligent transportation [10], and many others; there is the
unlimited capacity of LoF. However, methods [11–13] to detect basic
outliers are only able to distinguish simple outliers, but cannot detect
vailable online 28 May 2021
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complex outliers. For instance, Javaid et al. [11] identify outliers in
smart grid environments by developing an adaptive synthesis system
to deal with imbalanced smart grid data. Nesa et al. [12] proposed an
outlier detection solution for IoT environments while considering the
errors caused by a malfunctioning sensor and the unusual phenomenon.
Feremans et al. [13] suggested an anomaly detection strategy to deal
with the mixed-type time series by exploring frequent pattern mining
processes in the training of the isolation forest structure.

In comparison, the numerous implementations that do not have a
stable platform for distributed data processing; privacy and security
issues have become the problems. Blockchain technology has recently
seen exciting opportunities and plenty of interest in the business and
academia [14,15]. The implementation of effective cryptographic tools
helps solve distributed problems.

Deep learning, blockchain technologies, and the collaborative de-
sign of artificial intelligence (AI) merged to become the special and
most powerful method in heterogeneous and distributed computing
[16–18] applied in many domains and applications. In recent years, as
you might know, AI has gained considerable interest and has been used
in many areas, such as reinforcement learning with Blockchain [16,
19]. Many studies had built their reinforcement learning models on
a blockchain that is used for safely protecting the next-generation
wireless networks. Also, other works followed a reinforcement learning
approach to provide a framework for assessing the industrial Internet
of things networks regarding several aspects, e.g., security, latency,
decentralization, and scalability [20,21]. This paper covers the state-
of-the-art blockchain learning frameworks and also introduces a new
paradigm focused on blockchain learning to automatically detect time
series of anomalous patterns in a distributed and heterogeneous setting.
This article reflects on the most significant contributions in this paper
as follows.

1. We design a new method to help us identifying the complex
anomalous patterns in distributed and heterogeneous time series.

2. The LOF algorithm is considered in the designed model to ver-
ify local anomalous patterns on each side of the distributed
network.

3. We present a new approach that incorporates blockchain and re-
inforcement learning to discover global complex anomalous pat-
terns from local simple anomalous patterns. Here, the blockchain
is used to secure and protect the meting process while reinforce-
ment learning is used to verify the complex anomalous patterns
accurately.

4. Different optimization strategies have been suggested to improve
the whole detection process. These strategies are based on both
constraint satisfaction solvers and metaheuristic-based search.

5. We analyze the proposed framework on energy system use case.
The findings indicated that the developed system is much greater
and effective than the generic fault detection solutions.

The rest of this paper is organized as follows: Related work is
ummarized in Section 2. The problem of this paper and the pro-
osed framework are respectively discussed in Section 3 and Section 4.
e report our experimental results in Section 5. Section 6 gives the

onclusion of this work.

. Related work

A quick summary of the two major topics in this paper, e.g., the
tudies of time series anomaly identification in the smart grid and other
2

pplicable domains as well as a subsection on blockchain learning.
2.1. Anomaly detection

Singh et al. [22] explored different outlier detection techniques, in
different data representations including time-series data. It also defines
multiple kinds of outliers such as simple outliers, contextual outliers,
collective outliers. Tao et al. [23] developed a spark-based parallel
approach for network traffic anomaly detection to detect intrusion in
the network. Their approach benefits from the merits of the gated
recurrent unit self-learning and long-term dependency processing to
accurately identify anomalous patterns. The genetic algorithm is also
explored to simulate the intelligent process in the training phase. Yu
et al. [24] presented a new approach that firstly considers a forecasting
model of the time series data regarding the training model for further
finding the predictive values. Anomalies can be expected to take place
if the observed values fall below the specified prediction confidence
interval, which is calculated by considering the predictive value and
confidence coefficient. Yamanishi et al. [25] developed an incremental-
based probabilistic model to learn outliers from time-series data, where
the score for each data value is computed to determine its deviation
from the learned model. The same authors [26] proposed the use of an
online discounting learning algorithm to learn the probabilistic model
developed in [25]. It detected anomalies in an online process using a
finite mixture model of the time series data source, where a high score
of time series data indicating a high possibility of being a statistical
outlier. Xie et al. [27] adopted the phase space reconstruction approach
to convert time series data into multi-dimension space based on chaos
theory. Different kinds of anomalous are then derived based on a deci-
sion tree algorithm. Nesa et al. [12] involved anomaly detection process
in different layers of IoT architecture. It proposed a non-parametric-
based learning algorithm considering malfunctioning sensors, unusual
phenomenon, and a varied probability distribution of time series data.
Na et al. [28] adopted a local outlier factor algorithm by developing
a new density-based sampling strategy to summarize the time series
data in a compact and efficient structure. This approach allows to
avoid a large amount of memory space required by local outlier factor,
and identify long time series outliers, not detected by the existing
time series outlier detection techniques. Kieu et al. [29] proposed two
recurrent-based approaches for time series-based anomaly detection.
Both approaches exploited autoencoders with the sparsely-connected
recurrent neural networks to generate multiple models with different
neural network connection structures. Zhang et al. [30] considered
the multi-scale convolutional recurrent encoder–decoder that is used to
verify the abnormal behaviors from multivariate time series data. It first
built the multi-resolution matrices to feature the multiple levels of dif-
ferent time steps. It then used a convolutional encoder to encode each
time series data and capture the temporal patterns. A convolutional
decoder is finally used to rebuilt to detect and diagnose anomalies.
Feremans et al. [13] developed an anomaly detection approach for
mixed-type time series data. It studied the different correlations among
the time series data, and extract the frequent patterns to build and train
the isolation forest structure.

2.2. Blockchain technology

Dai et al. [19] built a reinforcement learning model by considering
the blockchain framework to protect the next generation of wire-
less networks. It was able to optimize the utility of the system and
the reliability of the caching data shared across the network. Weng
et al. [17] then considered a DeepChain model that is utilized in a
distributed deep learning environment for handling federated learn-
ing in which the learners may have the wrong uprating progress of
the parameters. It is designed by the use of a value-driven incentive
system using blockchain to behave correctly of all participants. Liu
et al. [16] then considered the blockchain-based Industrial IoTs, and
analyzed the reinforcement learning models to detect the scalability,

decentralization, latency, and fraud (security) that are necessary to
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build for the industrial Internet of things systems. Qui et al. [31] then
take the Q-learning and optimization issue into account to state and
provide the solutions regarding the view change, access selection, and
computational resource that were allocated in the blockchain model.
Liu et al. [32] presented reinforcement learning by adopting blockchain
models to develop a secure platform that can maximize the collected
data in industrial IoT. Dai et al. [33] then investigated the offloading
issue in the online system as the progress of the Markov decision model,
which is merged by reinforcement learning, optimization (GA-based
model), and blockchain mining to find the maximal results in terms
of long-term offloading. Kadadha et al. [34] developed a game-based
approach using blockchain technology to ensure the quality of services
in an urban VANET network environment. It designed on-chain smart
contracts, composed of two processes: The node reputation manager,
and the relay selection game manager. Chai et al. [35] considered the
federated learning in the hierarchical structure that can be used for
sharing the knowledge in vehicle-based environments. Lu et al. [36]
also considered the blockchain-empowered model used in the federated
learning asynchronously for finding the solution to secure and protect
the shared data in IoVs (Internet of vehicles). Besides, Qu et al. [37]
developed a new blockchain-based strategy involving federated learn-
ing to allow the updating process executed at the local end devices then
exchange the data with the globally blockchain-empowered federated
learning approach. The system that is created by autonomous machine
learning allowed the model to be maintained globally without any
centralized authority. Luo et al. [38] made use of a collaborative In-
ternet of things technology that included software-defined networking
controllers, which would exchange information via the blockchain to
synchronize and achieve a global view. The method exploits both the
hidden features of the controllers and the resource limitations of the
environment, thus minimizing computational requirements.

2.3. Motivation of the designed model

It is obvious that current solutions for time series data only have
the potential to identify basic anomalous patterns, which is insufficient
and not effective. The discovery of global anomalous patterns involves
a highly safe distributed environment. As with current blockchain
implementations, they are not ideal for dealing with time-series data.
In comparison, we suggest a dedicated platform for identifying and
learning deep anomalous patterns using blockchain technologies in
heterogeneous distributed environments, which is suitable for security
scenarios in industrial IoT using AI techniques, e.g., reinforcement
learning in the designed model.

3. Problem statement

Definition 3.1 (Time Series Database). Consider the set of 𝑚 data 𝑥 =
𝑥1, 𝑥2,… , 𝑥𝑚}, and each of the data is comprised of both spatial and
ime series parts. For 𝑥𝑙, it is considered as the 𝑙th data, and the con-
atenation progress of 𝑥𝑙 = [𝑥𝑙(𝑠)|𝑥𝑙(𝑡)] is then realized in which 𝑥𝑙(𝑠)
hows the spatial information and 𝑥𝑙(𝑡) is the time series, respectively.
hile the 𝑟 features is considered for the spatial information in which
is generally set as 2, and 𝑞 features for the time series, we thus can
btain the following information for the 𝑙th data regarding 𝑛 = 𝑟 + 𝑞
imensions as:

𝑙 = [𝑥𝑙1(𝑠),… , 𝑥𝑙𝑟(𝑠)|𝑥𝑙1(𝑡),… , 𝑥𝑙𝑞(𝑡)] (1)

efinition 3.2 (Similarity of time Series). Let 𝑥1 and 𝑥2 be the distances
etween two time series, respectively, we then can obtain that:

(𝑥1, 𝑥2) = 𝑆𝐷(𝑥1, 𝑥2) + 𝑇𝐷(𝑥1, 𝑥2), (2)
3

in which (i) 𝑆𝐷(𝑥1, 𝑥2) is the spatial distance that is measured by
he similarity between two time series 𝑥1 and 𝑥2 and (ii) 𝑇𝐷(𝑥1, 𝑥2)
s the temporal distance that is used to measure the similarity of
wo time series 𝑥1, and 𝑥2. The spatial distance is obtained using
uclidean distance measure, and the temporal distance is determined
sing time-series measurements.

efinition 3.3 (Candidates of Time Series). We define the set of the first
individual time series outliers found by a given time series outlier

etection algorithm , denoted as + = {𝑥+1 , 𝑥
+
2 ...𝑥

+
𝑝 } by

+
 = {𝑥+𝑖 |∀𝑗 ∈ 𝑥 ⧵ +, 𝑆𝐶(𝑥𝑖,) ≥ 𝑆𝐶(𝑥𝑗 ,)} (3)

ote that SC(∙, ) is the ranking function used by .

efinition 3.4 (Problem of Global Complex Anomalous Patterns De-
ection). Problem of global complex anomalous patterns detection
onsiders to find the outliers of the set of all individual time series. In
his paper, the set of all groups of time series outliers is then denoted
s ∗. We thus can obtain the following equation as:
∗ = {∗𝑖 |𝐷𝑒𝑛𝑠𝑖𝑡𝑦(∗𝑖 ) ≥ 𝛾} (4)

ote that 𝐷𝑒𝑛𝑠𝑖𝑡𝑦() is the density of the group 𝐺, and 𝛾 is a varied
ensity threshold in the range of [0…𝑚].

. ITSA: Intelligent time series anomaly detection

In this section, we first give a brief overview of the main component
f the developed ITSA (Intelligent Time Series Anomaly detection).
he designed framework (as illustrated in Fig. 1) considers several
erspectives together, e.g., blockchain, data mining, and reinforcement
earning in deep learning. First, the data mining model is used to
iscover the local outlier factor that can be used to find the generic
nomalous patterns locally from the time series. The reinforcement
earning model of deep learning is then considered to merge the locally
eneric anomalous patterns discovered from each site forming the
lobal complex anomalous patterns. The blockchain model is then uti-
ized in the designed framework to secure the collected time series from
hem and the heterogeneous environment (each site in the designed
ystem). Finally, the particle swarm optimization is used to efficiently
ind the hyper-parameters of the ITSA framework. We then can divide
he designed ITSA framework into the following structures:

1. Local Simple Anomalous Patterns Determination: Typically,
time series in most applications consist of temporal data points.
The local simple anomalous patterns determination is performed
using the local outlier factor, with the integration of DTW (Dy-
namic Time Warping) strategy to determine the similarity be-
tween time series data, having different time lengths.

2. Global Complex Anomalous Patterns Determination: After
constructing the local simple anomalous patterns on each site, an
intelligent merging strategy is used to derive the global complex
anomalous patterns by employing reinforcement learning. We
also integrate a blockchain mechanism to ensure data sharing
across the different sites of the distributed system.

For the following sections, we illustrate the specifics behind ITSA
omponents, respectively.

.1. Local simple anomalous patterns determination

The goal of this stage is to recognize anomalous patterns from the
ocal-scale time series data. The LOF (Local Outlier Factor) is then
tilized here to verify the required anomalies from time series. Also, the
et of features of the training set of time series are then discovered and
efined from the data. The used LOF applies the complex density esti-
ation model that is used to compare the density estimation for each
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Fig. 1. The designed ITSA Framework.
extracted feature 𝑓 with the consideration of the density estimation of
the 𝑘NNs. The used density estimation in LOF can also be referred to
as lrd (local reachability density), which can be calculated as:

lrd(𝑓 ) = 1
/

∑

𝑝∈𝑘NN(𝑓 ) reach-dist𝑘(𝑓, 𝑝)
|𝑘NN(𝑓 )|

(5)

in which the reach-dist (reachability-distance) with a 𝑘 parameter is
defined as:

reach-dist𝑘(𝑓, 𝑝) = max{𝑘NN-𝑑𝑖𝑠𝑡(𝑝), 𝑑𝑖𝑠𝑡(𝑓, 𝑝)} (6)

Considering the distance measures of 𝑑𝑖𝑠𝑡 and 𝑘NN-𝑑𝑖𝑠𝑡(𝑝), they are
respectively the distance between the feature 𝑝 and the 𝑘𝑡ℎ nearest
neighbor of 𝑝. Through applying the DTW (Dynamic Time Warping)
algorithm, we can calculate the distance between the features of time
series. The DTW is capable to handle the transformation progress of
local warping and shifting. Moreover, it can also be used to compare
the time series regarding different lengths. Furthermore, the distance
function of two time series features, e.g., 𝑓𝑖 and 𝑓𝑗 can be respectively
defined as:

𝐷(𝑓𝑖, 𝑓𝑗 ) =

⎧

⎪

⎨

⎪

⎩

0, if |𝑓𝑖| − 1 = |𝑓𝑗 | − 1 = 0
∞, if |𝑓𝑖| − 1 = 0, or |𝑓𝑗 | − 1 = 0
𝑓𝑖𝑜 − 𝑓𝑗𝑜 + 𝜎, otherwise

(7)

in which, we can also obtain that:

𝜎 = 𝑚𝑖𝑛

⎧

⎪

⎨

⎪

⎩

𝐷(𝑓𝑖∕𝑓𝑖𝑜𝑓𝑗∕𝑓𝑗𝑜)
𝐷(𝑓𝑖, 𝑓𝑗∕𝑓𝑗𝑜)
𝐷(𝑓𝑖∕𝑓𝑖𝑜, 𝑓𝑗 )

(8)

Note that 𝑓𝑖𝑜, 𝑓𝑗𝑜 are the current values of the time series 𝑓𝑖, and 𝑓𝑗 . In
general, this distance determines the best alignment between 𝑓𝑖, and 𝑓𝑗 .
Every element from 𝑓𝑖 must be matched with the elements from 𝑓𝑗 . The
first element from 𝑓𝑖 must be matched with the first element from 𝑓𝑗 .
The last element from 𝑓𝑖 must be matched with the last element from
𝑓𝑗 . The final score of the outlier can thus be defined and calculated as:

𝐿𝑂𝐹 (𝑓 ) = 1
|𝑘NN(𝑓 )|

∑

𝑝∈𝑘NN(𝑓 )

lrd(𝑝)
lrd(𝑓 ) (9)

The local density estimation of lrd(𝑝) is not considered to be com-
pared with the other local density estimations except the density esti-
mation of its 𝑘 nearest neighbors. To obtain the global rankings of all
points based on the outlierness, the relative (estimated) density is then
compared to its 𝑘 nearest neighbors by using Eq. (9). The relation to
the local features of the dataset makes the process localization. Here,
4

if the number of features is less than 1, it is defined as the outliers and
will not be concerned for the further steps. A generic local anomalous
pattern 𝑂𝑖 of each site in the distributed environment is then discovered
and output as the result of this progress.

4.2. Global complex anomalous patterns determination

Our aim in this phase is to learn the global complex anomalous
patterns from the set of local generic anomalous patterns. Here, we will
then use reinforcement learning by considering the approximate distri-
bution over the reward function. The reward function is, of course, used
as the evaluation criteria of the candidates of the complex anomalous
patterns. A pattern is considered as an anomalous pattern if its density
is no less than the minimum threshold value that is pre-defined by
users’ preference. We define a reward function with the given threshold
value 𝛾, which includes each candidate 𝐶𝑖 in the set of the local
anomalous patterns if its density is greater than 𝛾. More formally, it
is described in the following:

𝑅(𝐶𝑖|𝛩) =
{

𝐶𝑖 ⊆ 𝑂𝑖
𝐷𝑒𝑛𝑠𝑖𝑡𝑦(𝐶𝑖|𝛩) ≥ 𝛾,

(10)

where the density 𝐷𝑒𝑛𝑠𝑖𝑡𝑦(𝐶𝑖|𝛩) represent the density of the group
candidate 𝐶𝑖, it is the product between the distances of the elements
in 𝐶𝑖, and (𝛩) is the function based on the parameter 𝛩. The purpose
of (𝛩) is to find the maximal likelihood of the complex candidates of
the anomalous patterns, and it is defined as follows:

𝐷𝑒𝑛𝑠𝑖𝑡𝑦(𝐶𝑖|𝛩) =

∑
|𝐶𝑖|
𝑗=1

∑
|𝐶𝑖|
𝑙=1 𝐷(𝑓𝑗 , 𝑓𝑙)

|𝐶𝑖| × (|𝐶𝑖| + 1)
× (𝛩) (11)

For each iteration of the training phase, a single reward function
is then sampled from its approximate posterior. A generic policy of
generation is then used in the iteration to produce the candidates of
the complex patterns. After that, the policy is then gradually improved
regarding the results of the sampled reward function. The candidates of
the produced complex patterns from the target site are then used, and
the reward function is then updated accordingly. This process is then
executed repeatedly until the results are the converged.

To protect the shared data among the sites, Ethereum is then con-
sidered as the data storage service to establish a private blockchain that
involves all sites in the developed model as the Ethereum nodes. All of
the sites are used to verify data sharing transactions, and they are then
compiled into blocks. As a prerequisite, all sites must be responsible for
accepting and broadcasting data sharing transaction requests, in which
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each site must apply to the certificate authority to receiving the public
and private keys to become a legitimate terminal identity.

To guarantee the received data on the blockchain network is not
forged and valid, it must first be encrypted with the private key,
and then transfer to the certificate authority, which will validate that
the data are from a legitimate source (or called site in the designed
framework), and if it is true, the encrypted data, as well as the signature
of certificate authority will be sent back to the given sites. Those
messages will be also returned to the blockchain as storage requests
by such sites.

4.3. Optimization

To ensure better privacy, we use an optimization solver based on
the constraint satisfaction problem. The set of constraints of the whole
data in the network are decomposed into several clusters. The clusters
are explored to find the best configuration, which maximizes privacy.
We propose two strategies for exploring the clusters of constraints:

∙ Approximation-based strategy. In this strategy, the clusters will
be separately maintained without taking into account the shared data
among sites. The local instantiation of the data is first carried out by
utilizing the search procedure on each cluster. Here, the merging model
(function) is then utilized to extract the global instantiation of the data.
All local instantiation of data is then combined by the merging function.
Such an approach returns a subset of all data from the whole set of
constraints. This is because not all the shared data are considered in
the search procedure of the designed model.

Proposition 4.1. An upper (lower) bound of the number of the constraints
satisfied by the approximation-based strategy, noted ||, is |𝐶| (|𝐶| −
∑𝑘

𝑖=1 𝑆(𝐺𝑖)), where 𝐶 is the clusters of the constraints, 𝑘 is the number
f clusters, 𝑆(𝐺𝑖) is the number of conflicts constraints of the cluster 𝐺𝑖),
nd we note |𝐶| − (

∑𝑘
𝑖=1 𝑆(𝐺𝑖)) ≤ || ≤ |𝐶|.

roof. In the worst case, the number of non-satisfied constraints of
is |{𝐶𝑠,∃(𝑖, 𝑗)𝑆(𝐺𝑖) ∪ 𝑆(𝐺𝑗 ) ∈ 𝐶𝑠}|. This is maybe realized, where the

hared variables appeared in the constraints of the clusters. In this case,
| = |𝐶| - ∑𝑘

𝑖=1 𝑆(𝐺𝑖). In the case of the non-conflict, 𝑆(𝐺𝑖) ∪ 𝑆(𝐺𝑗 ) =
,∀(𝑖, 𝑗) ∈ 𝑘, i.e || = |𝐶|.

From this proposition, one may argue that the quality of the
pproximation-based strategy highly depends on the number of shared
ata of all clusters. If the number of the shared data is minimized, the
pproximation-based strategy can satisfy all constraints. This will be
ixed by choosing well the number of clusters.

∙ Exact strategy: This strategy takes the shared data and the clusters
nto consideration of the search procedure. This progress can be used
o find the possible instantiation of data to satisfy all constraints. The
earch process is initially utilized on each cluster of constraints to
erive the local instantiation of data. The local instantiation of data
ith the instantiation of shared data is then concatenated to derive the
lobal instantiation of the whole constraints.

To better obtain the better performance regarding runtime, the PSO
particle swarm optimization) is then utilized in the designed model
o find the optimal solution. The reason that we take the PSO in the
ptimization progress is that its capacities diversification and intensifi-
ation; are two key points regarding the issue of constrain-satisfaction
ptimization.

PSO can perform global search over the entire search space with
higher convergence speed compared to the genetic algorithm, and

he ant colony optimization. It enables automatic control of the search
pace and thereby improving the search effectiveness and efficiency
t the same time. We then present the key elements of PSO for the
5

onstraint-satisfaction problem in the developed framework.
• Initialization of populations: First, the populations are randomly
generated in the initial step. The populations are considered as
the possible solutions among the sites.

• Updating procedure of particles: For each iteration, all particles
are respectively updated based on their velocity and previous
position.

• Fitness calculation: The evaluation procedure is then performed to
verify the goodness of the solutions. Here, the evaluation function
of the generated solutions is considered as the number of satisfied
constraints. If a constraint does not violate the data transmitted
among the sites, it then satisfies the constraint. The purpose of
this step is to find the maximal value of the evaluation function.

To give more detailed of updating procedure in PSO, we first
consider number of P particles in the developed framework, and a
position vector is defined as 𝑋𝑡𝑖= (𝑥𝑖1𝑥𝑖2𝑥𝑖3 … 𝑥𝑖𝑛)𝑇 , and the velocity
vector is defined as 𝑉 𝑡𝑖 = (𝑣𝑖1𝑣𝑖2𝑣𝑖3 … 𝑣𝑖𝑛)𝑇 ,. Note that the velocity of
each 𝑖 particle is at a 𝑡 iteration. The updating procedure for a particle
with its position and velocity is described as:

𝑉 𝑡+1
𝑖 = 𝑤 × 𝑉 𝑡

𝑖 + 𝑐1 × (𝑝𝑡 −𝑋𝑡
𝑖 ) + 𝑐2 × (𝑝∗ −𝑋𝑡

𝑖 ) (12)

and

𝑋𝑡+1
𝑖 = 𝑋𝑡

𝑖 + 𝑉 𝑡+1
𝑖 , (13)

where 𝑖 = 1, 2, … , 𝑃 .
From Eq. (12), we can observe that two constant factors 𝑐1 and 𝑐2

are used for the next movement of a particle in an iteration. Note that
𝑝𝑡 is the defined position for the best particle at iteration 𝑡, and 𝑝∗ is
defined as the position for the best particle since the first iteration.
Besides, Eq. (13) is a formula to update the position of a particle, 𝑤 is a
parameter with a positive and constant value. Note that this parameter
is a key value to balance the global and local search in which global
search is defined as the exploration (while the value is set higher) and
local search is considered as exploitation (while the value is set higher).

5. Experimental evaluation

In the experimental section, we then evaluate the performance of
the proposed ITSA framework and discuss the various components of
the system. Specifically, the ability in identifying the local simple,
and global complex anomalous patterns are analyzed using well-known
datasets, including (i) CASAS (Center of Advanced Studied in Adaptive
Systems) datasets,1 and OPSD (Open Power System Data platform.2 The
scalability is then evaluated to see the performance of the designed
ITSA framework compared to the state-of-the-art approaches in indus-
trial IoT environments. Experiments are then executed on a personal
computer (PC) with a 64-bit quad-core Intel Xeon E5520@2.27 GHz
processor with 16 GB main memory, running on Microsoft Windows
10 OS platform. The Nvidia Tesla C2075 with 448 CUDA cores GPU
(14 multiprocessors with 32 cores@1.15 GHz) is also used in the
experiments. The GPU has 2.8 GB for global memory, 49.15 kB for the
shared memory, and a warp size is 32. In the experiments, the GPU
blocks are then used to simulate the distributed sites of the developed
framework, and each site is then allocated to a GPU block. Note that
the threads of a site shared the local memory, and the communication
of sites is based on the global and constant memories of the GPU host.

In the designed model, the main issue for anomaly detection is
the evaluation progress. This is essential for the new domains or
applications focused on finding the local generic anomalous patterns
and global complex anomalous patterns while the ground truth is
generally uncertain or unknown. The model [39] is then utilized in
the experiments to inject the synthetic complex anomalous patterns for
time series data. The detailed information is then stated as follows:

1 http://casas.wsu.edu/datasets/.
2 https://data.open-power-system-data.org/.

http://casas.wsu.edu/datasets/
https://data.open-power-system-data.org/


Ad Hoc Networks 119 (2021) 102541A. Belhadi et al.
Fig. 2. ITSA vs. the state-of-the-art anomaly detection solutions using CASAS data.
Fig. 3. ITSA vs. the state-of-the-art anomaly detection solutions using OPSD data.
t

𝑝

• Injecting local simple anomalous patterns: local simple
anomalous patterns are produced by inserting the noise informa-
tion repeatedly by a probability 𝑝 ∼  (0.8, 1.0). A parameter 𝜇 is
defined as a threshold in the designed system.

• Injecting global complex anomalous patterns: For the global
complex anomalous patterns, again, the noise information is then
repeatably inserted by a probability 𝑝 ∼  (0.0, 1.0). A parameter
𝜇 is defined as a threshold in the designed system.
6

For whether local simple/global complex anomalous patterns inser-
ion, each point 𝑝𝑖𝑙 in time series 𝑇𝑆𝑖 is the updated as:

𝑖𝑙 =
{

𝑝𝑖𝑙 + 𝑛 ∼  (0, 1) if 𝑝 ≥ 𝜇
𝑝𝑖𝑙 otherwise. (14)

ROCAUC is then considered as one of the evaluation criteria in
the experiments, as well as the number of detected outliers since it is
the common criteria to see the performance of the anomalous detec-

tion models. The state-of-the-art models DILOF (Density summarizing
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Incremental Local Outlier Factor) [28], MSCRED (Multi-Scale Convo-
lutional Recurrent Encoder-Decode) [30], DRL (Deep Reinforcement
Learning) [19], and DuelingDQL (Dueling Deep Q-Learning) [31] are
then compared with the developed ITSA framework, and the results
are indicated in Figs. 2 and 3.

This part of the experiment consists of comparing the developed
ITSA model to the state-of-the-art baseline anomaly detection solutions.
As the results shown in Figs. 2 and 3, many various types of experiments
have been conducted by varying the amount of injected anomalous
patterns from 1 million to 5 million. The findings show that ITSA
outperforms the other two baseline solutions in terms of ROCAUC, as
well as the amount of local and global anomalous patterns for the
CASAS and the OPSD dataset. Additionally, the distance between ITSA
and other solutions is expanded with the number of anomalous patterns
added during the injection. As a part of this, the developed ITSA has an
opportunity to recognize anomalous patterns in heterogeneous sources
as in the case of energy systems. This is due to the productive combi-
nation of the local outlier factor and the advantages of reinforcement
learning in tackling more complex tasks rather than the state-of-the-art
baseline approaches.

The second aspect of the experiments is to measure the runtime
performance of the designed ITSA against the state-of-the-art baseline
approaches. As the results shown in Figs. 2 and 3, many various types
of experiments have been conducted by varying the size of the datasets
from 1 GB to 5 GB. The findings have shown that the developed ITSA
is better than the state-of-the-art baseline approaches for both CASAS
and OPSD databases. For large-scale databases, the difference between
the designed ITSA and the state-of-the-art baseline approaches is huge.
In this situation, the ITSA can examine and spot anomalous patterns in
heterogeneous sources regardless of their size especially in the case of
the energy industry. Thanks to the advantages of learning progress in
the designed hybrid ITAS model, the local generic anomalous patterns
can be easily examined by the local outlier factor, and the global
complex anomalous patterns can be easily discovered. The general
approach is that we use this two-stage procedure to minimize the size
of the search space for exploring the possible solutions. Then, we can
only use the generic local anomalous patterns to efficiently discover the
global complex anomalous patterns.

6. Conclusion

In this study, we develop a new ITSA framework based on reinforce-
ment blockchain learning for identifying complex anomalous patterns
from distributed and heterogeneous time series data. The local outlier
factor is first adopted to detect the local simple anomalous patterns
in each site. The discovered local generic anomalous patterns are then
easily merged by the reinforcement blockchain learning to refer to
the global complex anomalous patterns efficiently. Experiments have
been performed on industrial IoT environments, particularly in energy
applications. From the output results, we can observe that the designed
ITAS outperforms the state-of-the-art baseline approaches in terms of
outlier detection and runtime performance. Thus, the developed ITAS
can secure the learning process for generating the global complex
anomalous patterns.
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